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 Loans are one of the main profit sources in banking system. Banks try to select reliable 

customers and offer them personal loans, but customers can sometimes reject bank loan offers. 

Prediction of this problem is an extra work for banks, but if they can predict which customers 

will accept personal loan offers, they can make a better profit. Therefore, at this point, the aim of 

this study is to predict acceptance of the bank loan offers using the Support Vector Machine 

(SVM) algorithm. In this context, SVM was used to predict results with four kernels of SVM, 

with a grid search algorithm for better prediction and cross validation for much more reliable 

results. Research findings show that the best results were obtained with a poly kernel as 97.2% 

accuracy and the lowest success rate with a sigmoid kernel as 83.3% accuracy. Some precision 

and recall values are lower than normal ones, like 0.108 and 0.008 due to unbalanced dataset, 

like for 1 true value, there are 9 negative values (9.6% true value). This study recommends the 

use of SVC in banking system while predicting acceptance of bank loan offers. 
 

 

 

1. Introduction 

Primary business of a bank is lending. The main source 

of profit is the interest on the loan[1, 2]. On the one hand, 

banks decide whether the borrower is defaulter or non-

defaulter before giving the loan to customers [3]. On the 

other hand, they offer personal loans to some customers 

who are reliable, but generally, customers reject personal 

loans like in our samples in dataset [4]. Due to this 

problem, the prediction of which customer will accept the 

personal loan is an important task for the banking system. 

For several problems, the banking industry requires 

more accurate predictive modeling system[5]. Bank 

workers can make those models with manually, but this 

process takes long time and lots of man-hours. At this 

point, machine learning (ML) techniques are extremely 

beneficial to predict outcomes when dealing with huge 

amounts of data[5]. So, those models can be applied to 

banking system via using ML techniques. After that 

predictive model, if we can predict which customers will 

accept personal loan offers of banks using machine 

learning, the loan approval process will be automated, so 

banks can save lots of man-hours and improve customer 

service [6]. In this study, Support Vector Machine (SVM) 

algorithm will be used to predict which customer will 

accept personal loan offer of banks because of 

classification problem. 

SVM was first time officially used by Boser et al 

(1992) in the article titled “A Training Algorithm for 

Optimal Margin Classifiers”[7]. SVM is a modern non-

linear, non-parametric classification algorithm that has a 

lot of promise. It is appropriate for binary classification 

applications and includes features of non-parametric 

applied statistics, neural networks, and ML[8]. The 

structure of SVM has several computational advantages, 

including special direction at a finite sample and a lack of 

correlation between algorithm complexity and sample 

dimension[9]. In the situation of non-regularity in the 

data (i.e. not evenly distribution of the data or having an 

uncertain distribution), SVM can be a valuable tool for 

insolvency analysis[8]. SVM algorithms solve non-

convex and more general optimization issues as well as 

convex problems (e.g., linear programming, quadratic 

programming, second order cone programming;  integer 

programming, semi-infinite programming)[10]. 

Li et al applied SVM to credit assessment by using real 

life credit card data (245 bad records and 755 good 
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records, with 14 variables) obtained from a Chinese 

commercial bank. They state that SVM is better than 

basic grade criterion used by the bank to predict accuracy 

in the field of credit assessment [9]. Dall’Asta Rigo 

applied six ML techniques (SVM, LR, MARS, RF, XGB, 

and Stacking) on four real-life credit scoring datasets 

(Home Credit, German Credit, Credit Card Default, Give 

Me Credit) for classification problem [11]. Xu et al used 

4 machine learning methods (RF, XGBT, GBM, and NN) 

to predict factors affecting repayment of borrowers. They 

conclude that the RF performs well in the classification 

task of default [12]. Huang et al explain that SVM and 

NN achieve better prediction accuracy than traditional 

statistical methods in credit rating analyses for the US 

and Taiwan markets [13]. Kadam et al used the SVM and 

Naïve Bayes (NB) to predict loan approval. They 

conclude that NB fulfills of needs of bankers [14]. 

Bayraktar et al compared commonly used machine learning 

methods with deep learning methods (Classification 

Restricted Boltzmann Machine and Multilayer Artificial 

Neural Networks) [15]. Aphale and Shinde used various 

ML techniques (Neural Network, Discriminant Analysis, 

Naïve Bayes, K-Nearest Neighbor, Linear Regression, 

Ensemble Learning, and Decision Tress) to predict the 

creditworthiness of borrowers [3]. 

It is a fact that all articles in the literature focus on credit 

risk management, credit rating, loan repayment, decision-

aid for loaners, and credit default.  However, this study 

aims at predicting acceptance of the bank loan offers by 

utilizing Support Vector Machine (SVM) algorithm. It can 

be said that this study is the first research to use SVM in 

predicting acceptance of the loan offer of a bank to 

customers. Therefore, this study will contribute to loan 

and banking system due to no existing of any article or 

study related to same topic in the literature. 

 

 

Table 1. Features and statistical characteristics of the dataset 
 

Feature 

Names 

Description Mean Standard 

Deviation 

Min 

Value 

Max 

Value 

Feature Type 

ID Customer’s unique ID number 2500.50 1443.52 1 5000 Categorical 

Age Customer’s age 45.33 11.46 23 67 Numeric 

Experience Work experience by number of years 20.10 11.46 -3 43 Numeric 

Income 0.1% Percentage of annual income 73.77 46.03 8 224 Numeric 

ZIP Code ZIP Code of where customer lives 93152.50 2121.85 9307 96651 Categorical 

Family Family Size 2.39 1.14 1 4 Numeric 

CC Avg 0.1% Percentage of average credit card 

spending per month 

1.93 1.74 0 10 Numeric 

Education Level of education (1-Undergraduate, 2-

Graduate, 3-Advanced) 

1.88 0.83 1 3 Categorical 

Mortgage If any house mortgage, its value. 56.49 101.71 0 635 Numeric 

Personal Loan Acceptance of personal loan offer by the 

customer in the last campaign season 

0.09 0.29 0 1 Categorical 

Securities 

Account 

Is there any securities account with the 

customer? 

0.10 0.30 0 1 Categorical 

CD Account Is there any certificate of deposit account 

with the customer? 

0.06 0.23 0 1 Categorical 

Online Is this customer using internet banking? 0.59 0.49 0 1 Categorical 

Credit Card Is this customer using a credit card issued 

by bank? 

0.29 0.45 0 1 Categorical 
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Figure 1. Correlation of attributes 

 

2. Material and Methods 

2.1 Dataset 

This publicly available dataset was obtained from Kaggle 

and shared by Walke [4]. The dataset belongs to “Thera 

Bank” and contains 5000 customers’ demographic 

information like “Age” and “Income” columns, and 

relationship with bank data like “Mortgage” and “Securities 

Account” columns. And customers’ response to the last 

campaign, like the Personal Loan column. Among these 

customers, only 480 (or 9.6%) accepted this offer[4]. 

When the bank loan dataset was checked, selected 

features from dataset for this study are seen in Table 1. In 

addition, table 1 shows mean, standard deviation, min value, 

max value and feature type. There are no missing values or 

duplication, and also no values of string type. This 

information is important because some machine learning 

algorithms cannot work with string values, and missing 

values and duplication can badly affect prediction results. If 

a string value is existed, a label encoder could be used to 

solve that problem. 

After these details, columns which are useless for this 

study must be selected. At the beginning, the correlation 

matrix at Figure 1 should be checked for a visualization of 

how the columns affect the target column, Personal Loan. 

As can be seen in the correlation matrix, each column has a 

positive or negative impact on the target value. ID column 

and ZIP Code column were deleted because ID is a unique 

value for everybody in dataset; ZIP Code is decreasing 

prediction accuracy. After these deletions and details, 

dataset can be used for ML algorithms. 

 

 

 

2.2 Methods 

Before the classification process, we must know the 

general process of how to apply machine learning 

algorithms. Figure 2 shows general process of this ML 

study with grid search and 5-fold cross validation. In this 

study, SVM algorithms were used to predict the acceptance 

of bank personal loan offers. Before this prediction, we 

must separate the Personal Loan column to another data 

frame because that column will be our target column. After 

this process, we can use train test split (TTS), but generally, 

TTS is not a reliable method for machine learning 

prediction because TTS works differently with different 

random state values. So, we are creating train and test data 

using Cross Validation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Our study process 
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2.2.1 Support Vector Classifier (SVC) 

A support vector machine (SVM) is a supervised 

learning model (invented by Vladimir Vapnik) and used for 

classification and prediction of data[16]. However, SVM is 

generally used in classification problems. Each data item as 

a point in n-dimensional space is represented in the SVM 

method. Each feature’s value corresponds to the value of a 

specific coordinate. Then the hyper-plane that clearly 

separates the two classes to complete categorization is 

located [17]. There are several hyperplanes from which to 

choose to split the two kinds of data points. The aim is to 

determine a plane with the largest margin, or the largest 

range among data points from both groups. Expanding the 

margin distance adds reinforcement, making following data 

points easier to classify categorize[18]. 

There have been many kernel functions in SVM. 

However, following 4 kernel functions are popular[19]: 
 

• Linear kernel:  

K (xi , xj) =  xiT ∗  xj (1) 

• Polynomial kernel:  

K (xi , xj)  =  (γ xiT ∗  xj +  r)d , γ >  0 (2) 

• RBF kernel: 

K (xi , xj)  =  exp(−γ ║xi −  xj║2) , γ >  0 (3) 

• Sigmoid kernel: 

K (xi , xj)  =  tanh(γ xiT ∗ xj +  r) (4) 

Where, γ, r and d are kernel parameters 
 

In this study, above kernel types and grid search 

algorithm will be used to find the best parameters. After this 

selection, cross validation will be applied to predict results 

and take several metric results like accuracy, precision, 

recall and f1 score. 

 

3. Experimental Study and Findings 

In this study, confusion matrix, accuracy score, precision 

score, recall score and f1 score metrics will be used to 

evaluate SVM algorithm. 
 

3.1 Evaluation Metrics 

The performance of a model can be explained using 

evaluation metrics. The ability of evaluation metrics to 

differentiate between model results is a key feature[20].  
 

3.1.1 Confusion Matrix 

It is a N X N matrix in which N is the number of classes 

being predicted [20]. For this article confusion matrix as 

Table 2 will be used. 

3.1.2 Accuracy Score 

The percentage of correct guesses in the total number of 

predictions is called accuracy[20]. Accuracy was calculated 

with following equation (5). 

 

Accuracy = (TP + TN)/(TP + TN + FP + FN) (5) 

3.1.3 Precision Score 

The fraction of accurately detected affirmative cases is 

known as precision[20]. Precision score show us the 

perfectness of predictive model [21]. Precision was 

calculated with following equation (6). 

 

Precision = (TP)/(TP + FP) (6) 

3.1.4 Recall Score 

The fraction of real positive instances that are accurately 

detected is referred to as recall[20]. Recall was calculated 

with following equation (7). 

 

Recall = (TP)/(FP + FN) (7) 

3.1.5 F1 Score 

For a classification problem, the F1-Score is the 

harmonic mean of precision and recall values[21]. F1 was 

calculated with following equation (8). 

 

F1 = 2 ∗ (
Precision ∗ Recall

Precision + Recall
) 

(8) 

 

3.2 Results 

Support vector machine algorithm with 4 kernel types, 

results shown in below with Table 3. Confusion matrices 

and other metrics are mean version of 5-fold cross 

validation results. All metric scores were generalized in 

Table 4. 

According to the Table 3 and Table 4, all our kernels 

have a successful accuracy score, but we cannot evaluate 

with just one parameter, accuracy score. It can be said that 

scores over 80% is good scores, so our precision scores 

except sigmoid kernel is successful. About recall scores 

there is one kernel (polynomial) we can say is successful. 

About F1 scores polynomial and rbf kernels are successful. 

Reason for lower scores, we do not have a balanced dataset, 

so there are a few positive results, so when SVM kernels try 

to classify that few positive results, there is failure 

happening especially with sigmoid kernel.  

We can clearly say that according to this paper if we 

have an unbalanced dataset we cannot get successful results 

with sigmoid kernel, we can choose polynomial kernel.  

There exists no any article or study related to same topic 

with this study. Some studies related to bank loan approval 

and banking system topics are given in Table 5. 

 

Table 2. Representation of cells in confusion matrix 

 Predicted:0 Predicted:1 

Actual:0 TN FP 

Actual:1 FN TP 
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Table 3. Confusion Matrix 

 

 Actual 

Value 

Predicted Value 

0 1 

Linear SVC 
0 895.2 8.8 

1 40.2 55.8 

Poly SVC 
0 892.4 11.6 

1 16.4 79.6 

Sigmoid SVC 
0 832.4 71.6 

1 95.2 0.8 

Rbf SVC 
0 895.2 8.8 

1 23.4 72.6 

 

Table 4. Metric results 

Kernel 

Type 

Metrics 

Accuracy Precision Recall F1 

Linear 0,951 0,863 0,581 0,694 

Poly 0,972 0,872 0,829 0,850 

Sigmoid 0,833 0,108 0,008 0,009 

Rbf 0,967 0,893 0,757 0,818 

 

 

4. Conclusion 

Literature review shows that machine learning 

algorithms have played a significant role in the prediction 

of acceptance of personal bank loan offers.  

SVM is among the best-performing statistical-learning or 

machine-learning algorithms in terms of accuracy [29, 30, 

31].  In this study, a support vector machine algorithm with 

four kernel types was used. According to the results of the 

analyses, the best results were obtained with a polynomial 

kernel (97%) and the worst results with a sigmoid kernel 

(83%). Some precision and recall values are very low 

compared to normal because our dataset is an unbalanced 

dataset, meaning for every true value, there are 9 negative 

values. When we use an unbalanced dataset, this problem 

can occur. But the general performance of support vector 

machines is satisfying, and we can say that SVM with a 

polynomial kernel is a good choice to predict loan results 

like in our study. When we compare with similar studies, 

there are different types of ML algorithms used. Generally, 

accuracy scores between 77% and 85%.  

After the comparison we can say that SVM with 

polynomial kernel is successful for banking system 

classification problems because our study’s accuracy and 

other metric scores are higher than similar study’s.  

Finally, if banking systems use a machine learning 

method to predict acceptance of bank loan offers, they can 

predict their future profit easily. 
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